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Non-parametric statistical tests for analyzing tree distribution and size structure

Chi-square test

χ2 = Σ  (Observed numbers – Expected numbers)2 




Expected numbers

To check whether your observed χ2 –value is greater than the critical χ2  -value, you will need to check the table for the chi-square distribution.  

Below is an example of an easy way to set up your data for doing chi-square calculations.

	
	
	
	
	

	Location 1
	Observed
	Expected
	O-E
	(O-E)^2/E

	Class 1
	
	
	
	

	Class 2
	
	
	
	

	Class 3
	
	
	
	

	Class 4
	
	
	
	

	
	
	
	
	

	
	
	
	chi-square = 
	

	
	
	
	df (k-1) =
	

	
	
	
	P-value = 
	


Contingency Table

Contingency tables can be used to test the independence of nominal data that is arranged in rows and columns (i.e., are the effects of row categories independent of the effects of column categories).  For instance, is size-structure (arranged in columns) independent of location, or soil type or sunlight exposure (arranged in rows)?

Contingency tables are based on the chi-square distribution and, like chi-square tests, examine the difference between observed and expected values.  The expected values are calculated by proportions as follows:

	
	Category A
	
	Category B
	
	Category C
	
	

	
	Observed
	Expected
	Observed
	Expected
	Observed
	Expected
	Totals in row

	Treatment 1
	A (obs)
	A (exp)

g*j/l
	B (obs)
	B (exp) h*j/l
	C (obs)
	C (exp) i*j/l
	j

	Treatment 2
	D (obs)
	D (exp) g*k/l
	E (obs)
	E (exp) h*k/l
	F (obs)
	F (exp) i*k/l
	k

	totals in columns
	g
	
	h
	
	i
	
	Total (N)             l


Calculation of the chi-square value is simply        

Σ   (Obsij – Expij)2  = (Aobs-Aexp)2 + (Bobs-Bexp)2   + (Cobs-Cexp)2 + …  + (Fobs-Fexp)2
   Expij

Aexp

   Bexp

        Cexp

           Fexp
Degrees of freedom = (# rows – 1) (# columns –1) = (2-1) (3-1) = 2

Rank Tests

When our data do not meet the assumptions necessary for parametric tests, such as the data being normally distributed and equal variances among sets of observations , we can use non-parametric tests which use ranked values of the data.

Comparing two sets of ranked observations
A variation of the Mann-Whitney-Wilcoxon test allows for the comparison of two sets of observations (similar to a t-test); however, instead of using the estimated mean and variance of the actual data, a mean and variance of the ranked data is performed.

1. Rank the values of all the observations with 1 being the lowest value.

2. Calculate the mean ranked value ​(r) for each set of observations 

3. Calculate the expected mean rank value
 E(r) = (N+1) / 2
where N is the total number of observations

4. Calculate the variance of the ranked values V(r)= (N-n)(N+1)/12n
where N is the total number of observations and n is the numbers of observations in the set.

5. Calculate the z statistic and the corresponding p-value from the z-distribution table (the standard 

normal distribution table).

z =  r — E(r)    




                    V(r ) 


Spearman’s rank correlation
The Spearman’s rank correlation is a non-parametric way of looking at the correlation between two variables.  However, instead of using the actual values, we use the rank values of each observation.

1.   Rank the values of all the observations with 1 being the lowest value.

2. Calculate the Spearman’s coefficient rs 

rs = 1—   6Σ d 2

    N(N2-1)
    d is the difference in ranks assigned to an x,y pair




    N is the number of x,y rank pairs

3.  Calculate the z statistic and the corresponding p-value from the z-distribution table (the standard normal 

distribution table).

z = rs  x  (N-1)1/2
Example:

	
	A
	B
	C
	D
	E
	F

	variable 1
	5
	3
	2
	8
	9
	12

	variable 2
	6
	1
	4
	10
	7
	11

	d=r(x)-r(y)
	-1
	2
	-2
	-2
	2
	1

	d^2
	1
	4
	4
	4
	4
	1


