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Bio 373L 
Ecological field problems



Approaches to studying Ecology: 

Statistics are the ecologists “macroscope.”

I: WHAT IS SCIENCE? WHAT IS ECOLOGY? WHAT ARE STATISTICS?

A. Science is a philosophical perspective in which we attempt to understand the world through observations, experimentation (which produces observations), analysis and logical deductions based upon observations. Observations are defined as phenomena that are detected by the five senses (touch, sight, sound, smell, and taste), either directly or with the aid of instruments. Science also relies upon the principle of reproducibility. Others should be able to duplicate your observations or recreate your results. (Nebel and Wright 5th ed. pg. 646).

B. Ecology is a science that focuses on interactions between living organisms and their environment, in particular, factors that influence the abundances and distributions of organisms (N & W. pg. 23).

C: Statistics the analysis and interpretation of data with a view toward objective evaluation of the reliability of the conclusions based on the data (Zar 1984).

II. WHAT IS THE SCIENTIFIC METHOD?

A. Observations are limited to impressions gained through one or more of the 5 senses. These observations must be confirmed or repeated by others. In general, it is best to make as many observations as possible. Are there any patterns or relationships in what you observe?

B. Questions are formulated based on asking how, why or what explains/constitutes a pattern or observation, the observations leading to a question are not the same as those that test the question.  Good questions have a life of their own, they go on to be reapplied to different systems to generate generality within science.

C. Hypotheses are plausible explanations of relationships, based upon logical deductions drawn from your observations. These may be considered to be “educated guesses” but are based on patterns inherent in your observations and, therefore, are NOT random guesses. Hypotheses are tested by experiments or continuous observation. Hypotheses can be disproved if new data refute the proposed relationship, but CANNOT EVER be proven to be correct.

Null hypothesis - the hypothesis being tested. It states that there is no relationship between observations. For example, we may hypothesize that rainfall has no effect on plant growth.

Alternate hypothesis - known as the research hypothesis. For example, an alternative to the previous null hypothesis might be that rainfall has an effect on plant growth. This hypothesis is the one that is generated from logical deductions based upon observations. Your results may support this hypothesis by rejecting the null hypothesis.

D. Experiments are performed to test your hypotheses. The experiments are normally designed to refute the null hypothesis and support (not prove) the alternate hypothesis. For example, plants shielded from rainfall by transparent covers will stop growing, and eventually wilt and die, disproving the previous example of a null hypothesis and supporting the alternate hypothesis.

An experimental design includes several terms:

Independent variable - the treatment or factor being manipulated (e.g. rainfall).

Dependent variable - the factor being measured (e.g. plant growth).

Coding variable - other variables relevant to the study that serve to group the observations (e.g. drought-resistant strain versus non-resistant strain).

Parameter - a quantity that describes or characterizes a population.

Sample estimate - an estimate of a parameter from a sample of the population.

Replication - the number of trials conducted for each treatment (e.g. number of plants).

Errors - differences between the “true” value of the observation and the recorded value.

E. The key to Accuracy & Precision is in reproducibly (objectively) recording your results. Avoid subjectivity.

Accuracy - refers to how close the measurement is to the actual value.

Precision - refers to reproducibility. How consistent are the measurements regardless of how close or far they are from the actual amount?

Detection Limits - All analytical techniques have detection limits. Detection limits are determined by the measurement range of the method or equipment.
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Example: Suppose I give 2 students each a butterfly specimen with a 33 mm forewing length, and ask them to each take 5 measurements of their respective butterfly’s forewing length along the major vein. When finished their results are as follows:

	Student 1
	Student 2

	32.0 mm
	35.5 mm

	31.5 mm
	31.0 mm

	30.9 mm
	33.1 mm

	31.1 mm
	36.0 mm

	31.3 mm
	29.4 mm


Which person’s results demonstrate greater precision? Which results show greater accuracy?

A method can be very precise, but not accurate due to several factors, such as:

1. Poor measuring equipment (e.g. a short ruler)

2. Inaccurate conditions or techniques (e.g. butterfly wing tip regularly tattered, hurrying, etc.)

A method can be very accurate, but not precise due to several factors, such as:

1. Low instrument sensitivity (e.g. ruler with coarse scale)

2. Imprecise techniques (e.g. hurrying, sloppy methods, etc.)
F. Analyses of observations often make use of statistics, a set of mathematical methods.

Mean - or average, is a measure of the expected value of an observation. It is calculated by summing up all the measurements (x) and dividing by the number of measurements (n), and is normally represented 
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Variance - because not all observations of a phenomenon are likely to be exactly the same, there is usually some variation in these observations. The sample variance (s2) of a group of observations represents this variation from the mean and is usually calculated as follows:
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. Or more simply the sample variance is 
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This statistic helps to describe the distribution of numbers in your sample of observations. A high value for s2 indicates much variability in the observations.  Note the square root of the variance is known as the standard deviation: 
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t-test - is used to determine if two sets of observations have different means.  This test uses population means (
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).  The test statistic t is a number you compare to a theoretical distribution (called a t-distribution) to see if the mean differences between the two groups would be likely based on chance alone.  The test statistic t is calculated as follows: 


[image: image12.wmf]2

1

2

1

1

1

n

n

s

x

x

t

t

+

-

=

 where 
[image: image13.wmf])

2

(

]

)

1

(

)

1

[(

2

1

2

2

2

2

1

1

-

+

-

+

-

=

n

n

s

n

s

n

s

t

    

Example: Suppose we wonder if the addition of fertilizer will have a significant impact on plant growth. Based on past observations of our parent’s gardening and grandmother’s houseplants, we believe that fertilized plants will grow larger. Our formal hypotheses might be stated as follows:

Null hypothesis (Ho): Fertilizer addition has no effect on plant growth.

Alternative hypothesis (Ha): Fertilizer will affect plant growth.

To test the null hypothesis, we conducted an experiment in which two sets of bean plants received different treatments — group 1 received fertilizer and group 2 did not. All other conditions were the same, i.e. all plants were of the same strain, received the same amount of sunlight, water, etc. After one month, we measured the heights of all plants and recorded the data (Table 1).

Table 1. Heights of plants (cm) receiving different fertilizer treatments

	Treatment Group
	Plant 1
	Plant 2
	Plant 3
	Plant 4
	Plant 5

	1 (fertilized)
	15.6
	16.6
	13.8
	17.1
	18.5

	2 (unfertilized)
	12.5
	15.3
	14.6
	13.2
	11.7


In statistical terms, the test of the hypothesis is as follows:

Null:
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Alternate:
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First, we must calculate the group means:


Group 1:  
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 = (15.6 + 16.6 + 13.8 + 17.1 + 18.5) / 5 = 16.32


Group 2:
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 = (12.5 + 15.3 + 14.6 + 13.2 + 11.7) / 5 = 13.46

Now we calculate the variance for each group:

Step 1:

	Group 1
	
	Group 2
	

	x1
	x12
	x2
	x22

	15.6
	243.36
	12.5
	156.25

	16.6
	275.56
	15.3
	234.09

	13.8
	190.44
	14.6
	213.16

	17.1
	292.41
	13.2
	174.24

	18.5
	342.25
	11.7
	136.89


Step 2:

For group 1, ( x1 = 81.6, ( (x12) = 1344.02, n1 = 5, so:


s12 = (1344.02 - 6658.56 / 5) / (5 - 1) = 3.077

For group 2, ( x2 = 67.3, ( (x22) = 914.63, n2 = 5, so:


s22 = (914.63 - 4529.29 / 5) / (5 - 1) = 2.193

Finally, we calculate the combined variance and generate the test statistic, t:
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Our computed test statistic (t) is compared to a value taken from a table of values (t-table), given two criteria: first, by subtracting one from the number of observations in each sample (n1 + n2 - 2; this is called the “degrees of freedom”, or “df”) and second, by selecting a significance level (). The significance level is a measure of our willingness to make an error due to random chance. For example, an  value of 0.05 indicates that we would expect the results of our analysis to occur once in twenty times as a result of chance alone, rather than as a result of the treatment. This means that in 95% of the cases, our analysis indicates a real difference in treatment effects. We compare our value (t) to the table value () and reject the null hypothesis if:


| t | ≥ df ... in this case, 0.025, 8 = 2.306,so we reject the null hypothesis Ho and conclude the means are likely to actually differ.

G. Conclusions: You should now be able to calculate two parameters describing a population (data set): the mean (x) and the variance (s2).  Finally, you should be able to calculate a test statistic, the t-test, to ask the question “do two populations differ in their mean for a given measurement.”  Please work through these and other examples to become familiar with estimating parameters and calculating test statistics such as the t-statistic.
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